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Market Design: Theory  Practice

 Promise of Market Design: abstract economic theory can be used 

to solve real-world resource allocation problems

◦ Auctions: wireless spectrum, online advertising

◦ Matching: medical labor markets, public schools, kidney exchange

 Often, new academic work is needed to help bring market design 

from theory  practice

 This talk: a novel kind of laboratory experiment bringing real 

agents’ real preferences into the lab

◦ Key feature is ability to test the common “agents report their type” 

assumption, a major issue for the design we study (Budish 2011)
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Problem: Combinatorial Assignment

 Combinatorial assignment is well known to be a hard market 

design problem

◦ Indivisible objects to be allocated to agents

◦ Agents’ preferences are over bundles of the objects

◦ Monetary transfers are prohibited

 Examples: course allocation, shift scheduling, allocating shared 

computational resources, the food bank problem

 Theory: mostly impossibility theorems (Papai 2001; Ehlers and 

Klaus 2003; Hatfield 2009)

◦ Only mechanisms that are SP + ex-post efficient are dictatorships

◦ Unfair ex-post (and inefficient ex-ante)

 Practice: mechanisms in practice have important flaws (Sonmez

and Unver 2003, 2010; Budish and Cantillon 2012)
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Course Allocation at Wharton

 In Fall 2011, as part of a curriculum review, Wharton convened a 

committee to reevaluate its mechanism for course allocation

 Its fake-money auction mechanism had been having the kinds of 

problems you’d expect given theoretical criticisms of the 

mechanism (Sonmez and Unver 2003, 2010)

◦ Similar mechanism used widely at many other schools: Booth, 

Columbia, Haas, Kellogg, Ross, Sloan, Stern, Yale SOM…
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CEEI

 Budish (2011) proposes a new mechanism for combinatorial 

assignment, called “approximate competitive equilibrium from 

equal incomes” (CEEI): 

◦ Students report their type: preferences over schedules (ui’s)

◦ Students are assigned approx. equal budgets (bi’s)

◦ Computer finds approx. market clearing prices (p’ s) 

◦ Each student i receives a schedule that maximizes her utility subject 

to budget

 Properties (for formal statements, see Budish 2011)

◦ Efficiency: approx. ex-post Pareto efficient

◦ Fairness: approx. envy free

◦ Incentives: strategy-proof in the large (Azevedo and Budish, 2013)
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CEEI

 Attractive in theory…but suitable for practice?

 Key issue is preference reporting: in the model, “agents report 

their type,” which is clearly crazy in practice

◦ Hundreds of millions of schedules in a given semester, for each agent 

we need a rank-order preference over all of them

◦ Can agents do this “accurately enough” to reap the benefits of CEEI?

 We needed a new type of experiment to test the assumption

◦ The endowed preferences methodology is not going to work here

 We want to know if they can communicate preferences represented 

in their own mind into something the mechanism can use

 Testing translation from English  Latin
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Key Features of the Design

1. Realistic market participants’ real preferences

 Real market participants: Wharton MBA students

 Report real preferences over real schedules of Wharton classes

◦ Realistic preference reporting language

◦ Professionally designed user interface

2. “Binary comparison” tool

 While generating a rank order list over schedules is hard (likely 

inaccurate), comparing two schedules is easy (likely accurate)

 Allows us to obtain isolated data on preference reporting language 

and data on overall performance
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Roadmap

 Introduction

 Experimental Design

 Results on Efficiency and Fairness

 Preference Reporting

 Discussion
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Experimental Procedure

 8 sessions, 14 to 19 subjects per session (N=132), Nov-Dec 2011

◦ Only Wharton MBA students were allowed to participate

 Overall flow of each session with parts yielding data underlined:

◦ Read general instructions

◦ Look over subset of Spring 2012 course offerings for 5 minutes

◦ Read instructions about and use first mechanism (CEEI or BPA)

◦ Answer survey questions about first schedule and mechanism

◦ Read instructions about and use second mechanism (BPA or CEEI)

◦ Answer survey questions about second schedule and mechanism

◦ Make binary comparisons of pairs of schedules 

◦ Answer additional survey questions about both mechanisms

◦ Write free-response comments after using both mechanisms
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Bidding Points Auction (BPA)

 Implementation very similar to practice (e.g., same user interface)

 All students have same budget of 5,000 points

 Round 1: Auction

◦ Students bid points for courses (5 minutes to select bids)

◦ For a course with k seats, the k highest bidders get it and pay the 

k+1th highest bid

 Rounds 2-4: Double Auction

◦ Both buying and selling

◦ Can set an ask price for a course you currently have (2:30 per round)

◦ Trade occurs at minimum market-clearing price

 In practice and in the lab, most of the action is in Round 1

Introduction Experimental Design            Experimental Results            Discussion



CEEI

 Report preferences (10 minutes)

◦ Told that only responsibility is to report preferences

◦ Told that system would find market clearing prices and they would 

get best schedule they could afford at those prices

◦ Explicitly advised to report their preferences truthfully: “You get the 

best schedule possible simply by telling the computer your true 

values for courses.”

 Each student assigned a budget of 5,000 points plus a small 

random amount extra (to break ties)

 The computer finds approximate market clearing prices

 Each student is allocated the bundle that maximizes her utility 

given reported preferences, budgets, and prices
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Preference Reporting Language for CEEI

 Two ingredients: cardinal item values and pairwise adjustments

 Cardinal item values

◦ Students instructed to submit a value of 100 for favorite section

◦ Students instructed to submit a relative value (between 1 and 100) for 

any other section they have interest in taking

◦ Cardinal item values over individual courses induce ordinal 

preferences over bundles of courses

◦ If values for {A,B,C,D} are {100,80,50,10}, and need at most 2, 

ordinal preferences are {A,B} > {A,C} > {B,C} > {A,D} > {A} > …

 Pairwise adjustments

◦ Can enter positive or negative adjustments for any pair of sections

◦ Simple way to express certain kinds of complements / substitutes

 “Top-ten” widget
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Screenshot: Top-10 Schedules Widget
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Binary Comparisons

 After playing both mechanisms, students asked their preference 

between specifically chosen pairs of schedules (“slightly prefer,” 

“prefer” or “strongly prefer”)

 Premise: preferences over schedules are complex, binary 

comparisons are simple

 Our binary comparisons were selected to let us generate tests for: 

◦ Efficiency: CEEI schedule vs. BPA schedule (asked first and asked 

last with schedule order reversed)

 Allows us to construct a social welfare measure

◦ Fairness (i.e., Envy): CEEI schedule vs. others’ CEEI schedules; 

BPA schedule vs. others’ BPA schedules

 Allows us to assess differences in envy across mechanisms 

◦ Preference Reporting Language: All comparisons are tests of 

reporting, but added a few additional “close” comparisons.
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Screenshot: Binary Comparisons
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Incentives

 Downside is that behavior in experiment is not incentivized

◦ Not about binary comparisons in general (they could be incentivized)

◦ We designed study such that lack of incentives works against us 

finding a difference between CEEI and BPA

 There are two concerns that arise due to lack of incentives

1. Do not exert the same effort as if it were real

 Think of “triers” and “non-triers” 

2. Subjects want to deliberately make one mechanism look good

 Recruiting did not explicitly mention course allocation

 Subjects representative of all Wharton MBAs on demographics as 

well as behavior in and attitude towards the Wharton Auction
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Experimental Subjects
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Subjects Wharton MBAs

132 1660

Demographics p-value

First Year Student 51.7% 50.8% 0.83

Female 42.0% 47.0% 0.27

From United States 37.1% 34.3% 0.52

Finance Major 23.5% 25.7% 0.57

Total Registered Credits 17.1 17.0 0.96

Wharton Credits 11.5 11.3 0.56

No race reported 14.4% 21.1% 0.07*

GPA 0.14

Auction Behavior

Points at Start of Spring Auction 6899.6 6966.4 0.79

Points in 4th Round of Spring Auction 4992.3 4960.7 0.92

Subjects Wharton MBAs

62 731

Auction Beliefs (Second years only)

Reported Auction effectiveness 4.69 4.68 0.96

Subjects directionally higher

Representativeness of Experimental Subjects



Roadmap

 Introduction

 Experimental Design

 Results on Efficiency and Fairness

 Preference Reporting

 Discussion
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Efficiency and Fairness

 Fundamentally want to test whether agents can report their 

preferences accurately enough to reap the benefits of CEEI 

◦ Use binary comparison data to test whether CEEI outperforms BPA

 Interested in how imperfect preference reporting harms 

mechanism performance

◦ Reported preference data to assess how CEEI would have done 

relative to BPA without reporting mistakes

 Gives a sense of the upper bound on CEEI’s performance

 One-sided tests given predictions of Budish (2011)

◦ Only care whether agents report preferences accurately enough

◦ Report individual-subject level and market-session level results
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Efficiency and Fairness
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Aggregation Level

Data Individual-Subject Market-Session

Binary 

Comparison

Reported 

Preference



Efficiency

 Binary comparison directly asked students which they preferred 

between their CEEI and BPA schedules

◦ Given importance of this question we asked each student twice

◦ First and last binary comparison (presentation order switched)

◦ “Prefer” CEEI or BPA if prefer it both times, otherwise “Indifferent”

 Simple measure of ex-ante social welfare

◦ Identifies what a social planner would prefer

◦ Important to the Wharton Committee

 Look at subject-level and session-level results

◦ Individual-Subject: Count each subject as an individual observation 

◦ Market-Session: Classify each session based on majority rule
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Efficiency

 Individual level: 98 students demonstrated a preference; of those, 

56-42 in favor of CEEI (binomial probability test p=0.094)

 Session level: majority prefers CEEI 6-0 with 2 ties (p=0.016)

Session

Students 

in the 

Session

Prefer

CEEI

Prefer 

BPA

Identical

Outcome

Ideterminate

Preference

Voting 

Result

1 18 8 5 1 4 CEEI

2 15 5 5 3 2 tie

3 19 10 4 2 3 CEEI

4 16 5 4 4 3 CEEI

5 18 8 8 0 2 tie

6 14 6 5 2 1 CEEI

7 18 8 6 2 2 CEEI

8 14 6 5 3 0 CEEI

All 132 56 42 17 17 6-0-2
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Efficiency
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Aggregation Level

Data Individual-Subject Market-Session

Binary 

Comparison

Reported 

Preference



Efficiency
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Aggregation Level

Data Individual-Subject Market-Session

Binary 

Comparison

(A)

56 - Prefer CEEI 

42 - Prefer BPA

17 - Identical outcome

17 - Indeterminate preference

p=0.094

(B)

6 - Prefer CEEI

0 - Prefer BPA

2 - Tie

p=0.016

Reported 

Preference



Efficiency

 Can conduct the same analysis using reported preferences

◦ “Prefer” CEEI or BPA if reported preferences suggest higher utility 

from one schedule, otherwise “Indifferent”

 Again look at subject-level and session-level results

 114 students favored either CEEI or BPA schedule

◦ Subject: 69% prefer CEEI schedule to BPA schedule 

◦ Session: CEEI wins 7-0 with one tie
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Efficiency
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Aggregation Level

Data Individual-Subject Market-Session

Binary 

Comparison

(A)

56 - Prefer CEEI 

42 - Prefer BPA

17 - Identical outcome

17 - Indeterminate preference

p=0.094

(B)

6 - Prefer CEEI

0 - Prefer BPA

2 - Tie

p=0.016

Reported 

Preference

(C)

79 - Prefer CEEI 

35 - Prefer BPA

17 - Identical outcome

1 - Indeterminate preference

p<0.001

(D)

7 - Prefer CEEI 

0 - Prefer BPA

1 - Tie

p=0.008



Efficiency

 Can compare binary comparison to reported preference results

◦ 57% (56/98) prefer CEEI based on binary comparisons

◦ 69% (79/114) prefer CEEI based on reported preferences 

◦ One-sided test of proportions yields p=0.033 

 Suggests preference reporting mistakes measurably harmed 

mechanism performance

◦ Large potential gains from having more training on use of the 

reporting language
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Efficiency: Robustness (Binary Comparisons)
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Aggregation Level

Data Individual-Subject Market-Session

“Prefer” or 

“Strongly 

Prefer”

47 - Prefer CEEI 

32 - Prefer BPA

17 - Identical outcomes

36 - Indeterminate preference

p=0.057

5 - Prefer CEEI 

1 - Prefer BPA

2 - Tie

p=0.109

Average 

Intensity

59 - Prefer CEEI 

47 - Prefer BPA 

17 - Identical outcomes

9 - Indeterminate preference

p=0.143

5 - Prefer CEEI 

1 - Prefer BPA

2 - Tie

p=0.109



Fairness

 Fairness results are based on envy (Foley 1967; Varian 1974)

◦ Student A envies student B if A prefers B’s schedule to her own

 CEEI approximately eliminates envy; BPA has no such guarantee

◦ Envy in CEEI because of small randomness in budgets (Budish 2011)

 We asked up to 6 binary comparisons for each mechanism

◦ Ask student A whether they prefer A’s schedule or B’s schedule

◦ Random draws from set of schedules with utility ≥ 0.5 x CEEI utility

 Assume anything with utility < 0.5 x CEEI utility is not envied

◦ Subjects saw average of 4 utility comparisons for each mechanism

◦ Count whether subject experiences less envy in CEEI or BPA
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Fairness
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Aggregation Level

Data Individual-Subject Market-Session

Binary 

Comparison

Reported 
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Fairness
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Aggregation Level

Data Individual-Subject Market-Session

Binary 

Comparison

(E)

40 - Less Envy CEEI 

23 - Less Envy BPA

65 - No Envy either

4 - Same Envy both

p=0.021

(F)

5 - Less Envy CEEI 

1 - Less Envy BPA

2 - Tie

p=0.109

Reported 

Preference



Fairness

 Again we report the same tests using reported preferences

◦ We expect the results to be stark because CEEI approximately 

eliminates envy
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Fairness
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Aggregation Level

Data Individual-Subject Market-Session

Binary 

Comparison

(E)

40 - Less Envy CEEI 

23 - Less Envy BPA

65 - No Envy either

4 - Same Envy both

p=0.021

(F)

5 - Less Envy CEEI 

1 - Less Envy BPA

2 - Tie

p=0.109

Reported 

Preference



Fairness
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Aggregation Level

Data Individual-Subject Market-Session

Binary 

Comparison

(E)

40 - Less Envy CEEI 

23 - Less Envy BPA

65 - No Envy either

4 - Same Envy both

p=0.021

(F)

5 - Less Envy CEEI 

1 - Less Envy BPA

2 - Tie

p=0.109

Reported 

Preference

(G)

35 - Less Envy CEEI 

4 - Less Envy BPA

93 - No Envy either

0 - Same Envy both

p<0.001

(H)

8 - Less Envy CEEI 

0 - Less Envy BPA

0 - Tie

p=0.004



Fairness

 Can compare binary comparison to reported preference results

◦ 63% (40/69) experience less envy under CEEI based on binary 

comparisons 

◦ 90% (35/39) experience less envy under CEEI based on reported 

preferences 

◦ One-sided test of proportions yields p=0.002 

 Again suggests preference reporting mistakes measurably harmed 

mechanism performance

◦ Large potential gains from having more training on use of the 

reporting language
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Fairness: Robustness (Binary Comparisons)
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Aggregation Level

Data Individual-Subject Market-Session

“Prefer” or 

“Strongly 

Prefer”

(E)

36 - Less Envy CEEI 

14 - Less Envy BPA

80 - No Envy either

2 - Same Envy both

p=0.021

(F)

6 - Less Envy CEEI 

0 - Less Envy BPA

2 – Tie

p=0.016

Binary envy 

(G)

31 - Less Envy CEEI 

17 - Less Envy BPA

65 - No Envy either

19- Same Envy both

p=0.030

(H)

5 - Less Envy CEEI 

2 - Less Envy BPA

1 – Tie

p=0.227



Efficiency and Fairness Discussion

 Subjects are able to report preferences accurately enough for 

CEEI to outperform BPA with respect to efficiency and fairness

◦ Most comparisons significant at conventional levels

 But magnitudes are modest overall on binary comparisons, large 

difference when compared to reported preference results

◦ Prefer CEEI: goes from 57% to 69%

◦ Less Envy CEEI: goes from 63% to 90%

 Suggests preference-reporting mistakes played an important role
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Roadmap

 Introduction

 Experimental Design

 Results on Efficiency and Fairness

 Preference Reporting

 Discussion

Introduction            Experimental Design            Experimental Results            Discussion



Preference Reporting

 Every binary comparison tests preference-reporting language

◦ Reported preferences generates a prediction about what subject will 

choose in the binary comparison

◦ Say comparison is “Accurate” if binary comparison choice is 

consistent with reported preferences; otherwise a “Contradiction”

 84.4% accurate, 15.6% contradictions (N=1,662 comparisons)

◦ But 76.4% of students have at least one contradiction

 Conceptually, two reasons preference reports ≠ true preferences:

1. Limitations of the preference-reporting language itself

2. Difficulty using the preference-reporting language for things that 

the language allows them to report
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Limitations of Preference-Reporting Language

 Maybe there are some kinds of package preferences that students 

care about and cannot report with the reporting language

 Set of non-expressible preferences is vast. Wharton committee 

suggested we look at scheduling considerations. 

 We look at two types of “elegant schedules”
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Limitations of Preference-Reporting Language

 Maybe there are some kinds of package preferences that students 

care about and cannot report with the reporting language

 Set of non-expressible preferences is vast. Wharton committee 

suggested we look at scheduling considerations. 

 We look at two types of “elegant schedules”

 Balanced schedule (class on Mon-Thurs)

Type of 

Comparison

Comparisons 

of this Type Accurate

Contradictions

Weak 

Preference Preference

Strong 

Preference

Neither has it 23 73.91% 13.04% 13.04% 0%

Only higher 

rated has it 

66 86.40% 3.03% 6.06% 4.55%

Only lower 

rated has it

51 70.59% 7.84% 15.69% 5.88%

Both have it 1,522 84.95% 5.06% 6.57% 3.42%

(p=0.036)
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Limitations of Preference-Reporting Language

 Maybe there are some kinds of package preferences that students 

care about and cannot report with the reporting language

 Set of non-expressible preferences is vast. Wharton committee 

suggested we look at scheduling considerations. 

 We look at two types of “elegant schedules”

 Contiguous schedule (not more than one 1.5-hour break)

Type of 

Comparison

Comparisons 

of this Type Accurate

Contradictions

Weak 

Preference Preference

Strong 

Preference

Neither has it 52 88.46% 9.63% 0% 1.92%

Only higher 

rated has it

199 87.44% 4.52% 4.02% 4.02%

Only lower 

rated has it 

192 81.77% 7.29% 7.81% 3.12%

Both have it 1,219 84.17% 4.76% 7.55% 3.53%

(p=0.120)
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Difficulty with Preference-Reporting Language

 Do students have difficulty reporting cardinal preference info? 

 We drop comparisons with adjustments and look at comparisons 

where there is “rank dominance,” which we call ordinal 

comparisons

◦ Ex: {1,3,5,7,9} rank dominates {2,4,6,8,10}

 A comparison in which neither schedule rank dominates is called 

a cardinal comparison.

Type of 

Comparison

Comparisons 

of this Type Accurate

Contradictions

Weak 

Preference Preference

Strong 

Preference

All 1,580 84.18% 5.32% 6.96% 3.54%

Ordinal 1,207 89.06% 4.06% 4.39% 2.49%

Cardinal 373 68.36% 9.38% 15.28% 6.97%

(Result holds if we control non-parametrically for utility difference: cardinal comparisons are 16.1 percentage 

points more likely to be a contradiction versus 11% baseline.)

(p<0.01)
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Lessons for Implementation

 Preference reporting is difficult for students

◦ Training should clearly focus on how to better report cardinal utilities 

(Wharton has done this) 

◦ Training may also focus on how to use adjustments — those who 

used the tool seemed to have used them well, but many students did 

not use the tool (see paper)

 Preference-reporting language has limitations in that it does not 

allow students to easily report all their preferences

◦ Enhance reporting language to report common forms of non-additive 

preferences 
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Roadmap

 Introduction

 Experimental Design

 Results on Efficiency and Fairness

 Preference Reporting

 Discussion
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Summary

 CEEI outperforms BPA on all measures of efficiency and fairness.

◦ Most comparisons significant at conventional levels

 Subjects had significant difficulty with preference reporting

◦ Meaningfully harmed performance, though not enough to undermine 

overall case for CEEI

◦ Positive spin: improving preference reporting accuracy would 

dramatically improve performance

 Experiment persuaded Wharton administration to adopt CEEI

 Experiment also guided implementation in modest ways (training 

on preference reporting, UI)
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COURSE AUCTION

Allocation

Errors

Inequitable Unpredictable



Welcome to

COURSE MATCHSimple, Optimal, Fair, Innovative



Program evaluation data is starting to come in...

 There is evidence that CEEI is more fair than the BPA

◦ Look at the 20 most popular courses in each year given prices

◦ Under the BPA: 31% of students got 0; 6% of students got 3+

◦ Under CEEI: 13% of students got 0; and 0% of students got 3+

 Annual student survey: % of students responding “Agree / 

Strongly Agree” to…

◦ Fairness: “{The course auction, Course match} allows for a fair 

allocation of classes”: 28% in 2013 to 65% in 2014

◦ Allocative Efficiency: “I was satisfied with my schedule from 

{the course auction system, course match}”: 45% to 64%

◦ Overall Satisfaction: “Please rate the effectiveness of the 

{course auction, course match} system”: 24% to 53%

Introduction Experimental Design            Experimental Results            Discussion



Efficiency with Reported Values
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◦ Close to FOSD, but only SOSD since some people “win” auction 



Efficiency with Reported Values
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